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Programming for the Future

Dominic Orchard
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1850-2022 (Ed Hawkins “Warming stripes®)



https://www.met.reading.ac.uk/~ed/home/index.php
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UN IPCC Projections - IPCC 6 (2022)

’ Projections for different scenarios
SSP1-1.9 - net zero by 2050 >P1-1.3
A SSP1-2.6 (shade representing very likely range)
: : SSP2-4.5
SSP1-2.6 - serious reduction by 2050 SSP3-7.0 (shade representing very likely range)
SSP5-8.5
SSP2-4.5 - current levels maintained 3
till 2050 then fall to net zero by
2100
2
SSP3-7.0 - doubling current
emissions by 2100 = .
1
SSP5-8.5 - doubling current
emissions by 2050
0 -

1950 2000 2050 2100



"A race we are losing,
but a race we can win..."

UN Secretarv-General Antonio Guterres
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Maximise effectiveness of
climate science research via...

Computer Science Software Engineering

Programming Langauges & systems  Mathematics

Data Science Machine learning



Emily Shuckburgh  Colm Caulfield Chris Edsall Dominic Orchard  Marla Fuchs

Cambridge Zero Department of Applied University Department of ICCS
+ CST Maths and Theoretical ~ Information Computer Science &
Physics Services Technology
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Climate Science




Climate science and
computation




Weather
Prediction by
Numerical
Process

by
| .F.Richardson
1922

Array + stencil!

epe (! “!’;':’:w S TR A G OSSRy R e IR Y Image: Weather Forecasting Factory
£ A0 i - NVT . §F 8 - WS B VST e W B R by Stephen Conlin, 1986.
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Jule Gregory Charney

John von Neumann

(with the stored-program computer at the
Institute of Advanced Study, Princeton 1945)

late 1940s first numerical weather forecasts on the ENIAC




Manabe & Wetherald (1967) (1969)

“According to our estimate, a doubling of
the CO2 content in the atmosphere has
the effect of raising the temperature of

the atmosphere by 2C"”

[
o

’

% g
b/
o

Z//// /////f'

4

Syukuro Manabe
— Nobel Prize in
Physics 2021

F1G. 1. Ocean-continent configuration of the model.

Thermal Equilibrium of the Atmosphere with a Given Distribution of Relative Humidity,
Journal of the Atmosphere Sciences o




Modern GCMs (Global Circulation Models)

Horizontal grid
Latitude - longitude

Vertical grid

Height or pressure

Physical processes in a model

Atmosphere Solar Terrestrial
- iati

eat Water

”” Vertical
A

exchange
between
layers

e

Advection

Horizontal
exchange
between
columns

Edwards (2011)
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Fundamental dynamics (Navier-Stokes equations)

- 9

Conservation of momentum + mass for viscous fluid Expensive to compute!

Representable via ala ala f
array comonads ajajad > b
a| a ala
f aldada da|d
R alalalal f' [6]bb]b
DA = DB alalala 5 | bb|b|b
alalala b|b|b|b
alalala b|b|b|b

15



Increasing resolution over IPCC models

16

graphics from 4th IPCC report (2007)



Increasing process complexity

Mid-1970s O Mid-1980s

/it

l ;, /
Land I
2 surface AN /i i 7 ////

r""

Ocean

—_—
and so on...

A\ /i

Rivers Overturning
circulation

Interactive vegetation

17



Approximations of subgrid processes

NASA / Wikimedia Commons

Source of uncertainty in models

Hillman et al. 2020

18
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3 senior
postdocs
(advanced
fellows)

Team of
/ amazing
Research
Software
Engineers

UNIVERSITY OF .«‘-\ Institute of

Computing for
Climate Science

Open research
questions
5-30 years

Cross-cutting
concerns
2-5 years

Immediate impact
Reactive
é months - 2 years

+3 person
operations team




Immediate work



DataWave LEMONTREE M2ZLINES

SCHMIDT FUTURES Our Mission Our Work Our People Careers Newsroom

Home | Our Work | Virtual Earth...

Virtual Earth System Research
Institute (VESRI)

VESRI aims to improve the accuracy and credibility of major climate models by

acddrececina eome of the hardecet nrohleme that challence them



Medium-long term work



Better prediction: “climbing the ladder” (Charney)

More
Processes 1k resolution
All major processes
Continuous data assimilation
Multi-scale prediction
Uncertainty quant.
Risk assessment
Fewer
Processes

Low Higher
resolution resolution
300km 1-5km

Computation

Collaboration

Communication

23



Scaling computation

42 Years of Microprocessor Trend Data

Transistors
(thousands)

Single-Thread
Performance 2
(SpecINT x 107)

Frequency (MHz)

Typical Power

(Watts)
Number of
: . : : Logical Cores
____________ AP ' ' Computers

' ' ' ‘ becoming

1970 1980 1990 2000 2010 2020 bi gger n ot
Year
Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten faSter

New plot and data collected for 2010-2017 by K. Rupp 24



Data-driven subgrid models
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25

ANN or CNN model
Train on real data

or high-resolution model




Scaling collaboration: Deploy and train in software
engineering tools & techniques

Processes Version control Build systems
AGILE & public curators & containers
R 4 - ps.
AT A

O GitHub *
| docker
p GitLab

. /
b /

%snmm 1 K : %
£ £
)

-l - -
WA

%SPRINT 2
")

Debugging Profiling Testing and verification

26



Structural and cultural/sociological change happening

7 "=, Software
/(( l\ Sustainability

Institute

sOftware
carpentry

| —————

BEIITER
SOFTWARE

n Es Enn c “ S Research Software Alliance

27



Scaling communication
l.e. programming



Models in the past...
= maths!

F — G— lsaac Newton Robert Hooke
y2

=2 Met Office

Hadley Centre

M Od € I S NOw... The Met Office Unified Model”
— COd e contains about

of computer code

Ny
Uy
....

29



Example 1D heat equation

Abstract model

0¢h 0°¢h
—_— = )
ot Ox?

Solution strategy
h! =

o+ 20 Il

O 0 ~ o) ot =~ W (V) =

p— = p—
\V) = o

[t
W

14

Prediction calculation

tend = %» end time

Xmax = % length of material

dt = /%» time resolution

dx = /» space resolution

alpha = ... %» diffusion coefficient
nt = tend/dt % # of time steps

nx = xmax/dx % # of space steps

r = alphaxdt/dx"2 7, constant in solution
real h(0,nx), 7, heat fun. (discretised

h_01ld(0, nx); % in space) at t and t-1

do t = 0, nt
h_old = h
do x =1, nx - 1

h(i) = h_old(i) + rx*
- 2%h_old(i) +

end do
end do

30



Conflation of concerns

Abstract model Solution strategy  Prediction calculation

Fripdiractrowldaiation

Code conflates & hides many aspects of the model

31



Gap in explanation....

1 module simulaticr_mcd
2 usa helpers_med
3 imal cit none
1
;ﬁﬁmﬂmﬁmﬁmﬂumm ¥ CAMBRI DGL 5 coalains
UNIVELRSITY PRESS
6
APPLICATION PAPER @ O 7 sudroutine compute_tentative_valocity(u, v, 7, g, *lzg, del_t)
B8 real ulB:imex~1, A:imax~1), v(®:imax+1, @:jmax+1), <(€:irvax+l, D:imax+l), &
g gld:imex~1, ®¥:]max-1)
A sensitivity analysis of a regression model of occan 18 irtege flag(0:imax+1, 0:jmax+i)
11 real, inteat(in) :: del_t
temperature 12 ' -
Rachel Furmer ~* (7, Peter Haynes , Dave Munday”, Broaks Peige’, Daniel C. Jones” ¥ and 13 irteger 1, 3
Fmily Shickburgh’ 14 real du2dx, dusdy, duvcx, dv2dy, laplu, laplv
' Deparient of Applied Mataematics and Theoretieal Physics, Univarsity of Camboidge, Cambridge, United Kingdom 15
'Fuii"'lnbnttQunv’,fami'iulgr,"nilnl King kun 16 dc 1L =1, (imax-1)
L. Cenie v Avificid hadbzeme, Conge e Scicace, nverssy Coalkege Lo, Lovdos, Uniied K agidun ) ' X
Mepur et of Compater Sciane el Tadwokyy, s versy of Cond il 17 do 3 - 1, jnax
*Comespondng auhor. C-mak raf53Gcemac uk 18 ! only 1t octh adjzcant cells are fluid cells %/
Roeeived: 14 Jarnary JC22; Ravised: 09 June 2022, Aceeprod: 21 July 2022 19 il (tocgical liand( lagii, [}, C_F)) .ami. &
Keywordse Duts seiine, wtapeablke ML, mode. scisitivily, occsogiophy, sqasssion modsl 28 to_coicalliand(flag(i+l,j), C_F}]} then
71
Abstract 22 duzdx = ((uli,i) el L, 3] beduli, i) uliil, i) &
There his been much reeent interest m developmg catz-d-ven mocels tor weather ard chmate prodictons. Hewever., 23 gemna*ans (u(z, J)+u(i+1, 1)) =(u(L, J)-u(i+1,)))- &
there acoper cuestioms segarding theic gencralizability and rcbustacss, higalighting a need 1o bettes urdarstand o 24 (uli-1,3)=ulz, j)elulii-1, 5] +ul, 50~ &
ey make ther prolictons. [n partsake, o & irpocizal o mdasan! wheler datz<diven rxdeds learmn the . ,
undartying physis of the system againt which they are rained, or shirply identfy statistics) pamerns witheat a1y 5 gamnataoe (u(1-1,114ui1, ) )+ (u(2-1,))-u(1,)))] &
doar link % the usderiying physas, Ir this paper, we desanibe a sensitivity onalysic of o regressior-besxd medel of 26 /(4.84d=1x)
oeean femperabars, traned against smulatons from 2 3D occar mode. setup ina very simple configuration. We saow y e o 1 4] va 1)
(et dhiee epressoc heavily basos ity focecasts on, and s dependent cn, wmabhes kooan o be key o e piysies such as ‘ dunvdy ((V[l'])‘v,u 1'.]‘ “‘.0(1'.” U(l'lfl' ) . &
Surremts and densiry. By contrast, the regressor does notmake heavy use of inpate ewch as locatics, which have limitec ?R gemmaxals (o jr=uli+l, ) =(uli, j)=uli, j+1))- &
direct physical imoacts The medal requires nonlinecr interactions etween inpuls irt arder 1o show ary meadingfal 20 (vii,i 1) wlz 1,7 1) 4Culd,i 2jruli,i)) &
skill—an [m¢ with the highly nomlincar dysamscs of the ocsan., Further ara yss ptermnrets the ways cortam varmbles O _ 1y .
wenses hy the regression nodel Wesee that information aboet the vertical profile af the water oo i eduess enars 8 gemna+ans {v(2, J ‘J‘\ H41,3-1)=(utd, 3-1)-u(d, 1)) &
in regions of convecive sctivity, ind infonraticn sbowt the currencs raduces enory in regioos deminuted by advective 31 /(4. 3dely]
precessee, Our rezulls demonetrate that even a simple rexrassior medal is capable of learing much of tw ahysics of 32 Laptu = (uil+l,§)-2.0=a(,§)+u(i-1,}) ) /delx/celx+ &
lhcsyam_m.md:lm.\w capedt hal a amar sensalivity analysis could b useru ly epplicd to mose comalex 1 (Ul i, i+1)-2.0~ul2,3)+uli, 5-1)) /dely/cely
ean r.rmngnr.'rmt
31
35 O, 5) = wli, j) + del_tst laplus/Re—du2dx-duvdy !
Impuet Stutement 35 clse
Mackine karning provides a promsing tocl for weather and climelc forccasting. However, for deto-driven 37 i j) = uli, j)
forecast waodels ‘o eventually be nsad in aperational settivgs we nesd to not_ust e assarsd of their ahility to 38 cnd i<
petfoon wdl, bu slso o mdesiawl the ways o which these oodels ae workieg &0 buald wst in these 33 end do
systems, We use a varicty of modal interpresation tecimiguaes to investigace hose a simple regrassion model
makss 1 predictions. W find that the medal studied nere, dehaves in agreemert with the known physics of 49 erd do
the systemn. This works shows that data-driven maexdels are capable of leaming meanmgtal ashyscs-hased 11

papers

programs

Abstract model Solution strategy  Prediction calculation
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Open educational

Open resources Open source
research data software and
\ source code

Scientific Open
publications hardware

Open
scientific
knowledge

Open
dialogue
with other
knowledge
systems

Open
science
infrastructures

Open
engagement
of societal

actors

UNESCO 2021 Open Science recommendation


https://en.wikipedia.org/wiki/UNESCO

Open educational

Open resources Open source
research data software and
source code

Open
hardware


https://en.wikipedia.org/wiki/UNESCO

But..

sharing code includes sharing bugs

+ assumptions
+ incidental decisions
+ approximations

35



Open problem: separating and relating concerns

Abstract model Prediction calculation

Partial solutions
Extra technical documentation
Clear systems design
High modularity

Could there be better support via a programming
language tailored to science?

36
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@ Procedia Computer Science

CrossMark Volume 29, 2014, Pages 713727

Procedia
ICCS 2014. 14th International Conference on Computational Science Computer
Science

A computational science agenda for programming language
research

Dominic Orchard!, Andrew Rice?

! Computer Laboratory, University of Cambridge
dominic.orchard@cl.cam.ac.uk
2 Computer Laboratory, University of Cambridge
andrew.rice@cl.cam.ac.uk

Abstract

Scientific models are often expressed as large and complicated programs. These programs
embody numerous assumptions made by the developer (e.g., for differential equations, the
discretization strategy and resolution). The complexity and pervasiveness of these assumptions
means that often the only true description of the model is the software itself. This has led various
researchers to call for scientists to publish their source code along with their papers. We argue
that this is unlikely to be beneficial since it is almost impossible to separate implementation
assumptions from the original scientific intent. Instead we advocate higher-level abstractions in
programming languages, coupled with lightweight verification techniques such as specification
and type systems. In this position paper, we suggest several novel techniques and outline an
evolutionary approach to applying these to existing and future models. One-dimensional heat
flow is used as an example throughout.

Keywords: computational science, modelling, programming, verification, reproducibility, abstractions,
type systems, language design

1 Introduction

XYY Te ;1

Roadmap

1. Computer science engagement
with scientists

2. New systems for abstraction and
specification

3. Evolutionary approach for
languages

37



natural & physical sciences

verification?

computer science



natural & physical sciences

computer science



natural & physical sciences

computer science Let’s bridge the chasm!



https://camfort.github.io/

P Ot Lightweight verification tools for science

Cam

1  program energy S C
2 != unit kg :: mass EP R
3 = ynit m o o height Engineering and Physical Sciences
] ] Research Council
2 real :: mass = 3.00, gravity = 9.91, height = 4.20
5 != unit kg m**x2/s*x*2 :: potential_energy
6 real :: potential_energy Bloomberg
-
e
8 potential _energy = mass * gravity * height == Met Office
9 end program energy Hadley Centre

$ camfort units-check energyl.f90

energyl.f90: Consistent. 4 variables checked.

41



 Units-of-measure verification != unit(m) :: dl, d2 Cam ?@m

I= unit(s) :: t

e Stencil computation shape verification real :: dl, d2, t, v
v = (dl + d2)/t

 Basic Hoare logic

 FP linting checks

if a .eg. 0.0 then
e Performance checks L C,I ,

== Met Office

* Allocate/deallocate well bracketed Hadley Centre

possible source
of numerical instability

e Future work?
Conservation analysis

do i = 2 to n-1
end do /\

b(1l) 1.5*b(2)
b(N) = 1.5%b(N-1) — Boundary preserves conservation



“l don't know what the language of the year

2000 will look like, but | know it will be
called Fortran." — Sir Tony Hoare (1982)

* Fortran’s evolution shows power of expressivity gains

* But success of languages is inscrutable (ride a wave?)

e Recent breakout success:

* Big bet/opportunity for future climate modelling?

@) CIiIMA




climate science
Science critical for survival of our species

£
vl’ \
-, A
o

Tools for the tool makers for
decision making, understanding,
forecasting, monitoring

-

=

& Languat
Verification

Al

Let's bridge the
chasm and
together program
for our future

Compilers
computer science
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Lookout for....

PROPL - Workshop on
Programming for the
Planet

Hopefully at POPL’24!

The Topos Institute Colloquium
talk October 12th

https://topos.site/topos-colloquium/

Hiring 3-year postdoc soon...

https://plas4sci.github.io/

o Programming Languages and Systems for Science laboratory

University of

Kent

Complex models in modern science and are now routinely expressed as software. The PLAS4Sci lab
(Programming Languages and Systems for Science) at the School of Computing, University of Kent is
a sub-group of the PLAS group focussed on improving the state-of-the-art in programming
languages, programming systems, and programming tools to support the daily work of scientists.

People

¢ Dominic Orchard - Lab lead

e Benjamin Orchard - Research Assistant and Research Software Engineer
e Laura Bocchi - Reader in Programming Languages

e Vilem-Benjamin Liepelt - PhD student

Partners

FJ UNIVERSITY OF /@9 Instwteof
¥ CAMBRIDGE ez Bloomberg

Projects



Resources

Thinking in Systems

Donella H. Meadows

BILL GATES

HOW T0
AVOID A

CLIMATE
DISASTER

THE SOLUTIONS WE HAVE AND THE
BREAKTHROUGHS WE NEED

https://www.carbonbrief.org/

Climbing down Charney’s
ladder: Machine Learning and
the post-Dennard era of
computational climate science

V. Balaji

L Princeton University and NOAA/Geophysical Fluid
Dynamics Laboratory, NJ, USA
Institute Pierre-Simon Laplace, Paris, France

Climate Computing: The State of Play




‘Pace is truly what matters in the climate fight’
Bill McKibben

SIMON SHARPE

RETHINKING THE SCIENCE,
ECONOMICS, AND DIPLOMACY
OF CLIMATE CHANGE

“Still, our appreciation of the risks of climate
change is limited by the way our academic
institutions encourage each researcher to
focus on their own narrow area of expertise.”

“Any actor should understand their points of
leveragel...] We each have to understand the
opportunities presented by our place in the
system and do our best to exploit them.”

YW @Cambridge ICCS
Thanks hitps://iccs.cam.ac.uk



